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Abstract

This paper describes a partitioned algorithm for fluid-structure interaction (FSI) that couples the motion of
rigid bodies and incompressible flow, and that remains stable for bodies of any mass. It extends the added-
mass partitioned (AMP) algorithm developed in [1, 2] to three-dimensional geometries and parallel compu-
tations. Moving composite grids are used to represent the moving geometry and a domain-decomposition
approach is used to implement the AMP algorithm on parallel distributed-memory computers. The algo-
rithm is verified and validated though several benchmark problems, including the motion of a sphere in a
viscous incompressible fluid and the interaction of a bi-leaflet mechanical heart valve and a pulsating fluid.
Numerical simulations confirm that the AMP algorithm remains stable, without sub-iterations, for light and
even zero-mass three-dimensional rigid bodies of general shapes. These benchmark problems are further used
to examine the parallel performance of the algorithm and to investigate the conditioning of the new linear
system resulting from the AMP interface condition. The linear system for the AMP algorithm is shown to
have a similar conditioning to that for a pressure equation in a traditional partitioned scheme.
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1. Introduction

In this work, we consider three-dimensional fluid-structure interaction (FSI) problems involving the
motion of rigid bodies in a viscous incompressible fluid. A novel partitioned FSI algorithm, referred to as
the AMP-RB scheme, was described previously in our two-part series [1, 2] for FSI problems in two space
dimensions. In these papers, it was proved analytically and verified numerically that the algorithm is stable
without sub-iterations for bodies of any mass including bodies of zero mass. The general formulation in three
dimensions was indicated in [2], but the algorithm was only implemented and verified in two dimensions.
The current work extends the algorithm for three-dimensional FSI problems using the moving overlapping
grid framework [3], and verifies its stability and accuracy through several challenging benchmark problems.

The FSI regime considered here has drawn significant attention in recent years due to its great practical
importance. Besides the moving overlapping grid approach, a variety of classical numerical techniques for
moving complex geometries have been extended to this regime, including arbitrary Lagrangian–Eulerian
(ALE) methods [4–6], level-set methods [7, 8], fictitious domain methods [9], embedded boundary meth-
ods [10] and immersed boundary methods [11–23]. Recently, new approaches to handle moving geometries
have also been developed for this regime, such as methods based on boundary integral equations [24] and
implicit mesh discontinuous Galerkin methods [25, 26].

Many of the FSI algorithms for simulating rigid bodies and incompressible flow, including our AMP-
RB scheme, can be categorized as partitioned, in which different solvers are used to solve the fluid and
structure equation separately with the two solvers coupled through interface conditions. In traditional
partitioned (TP-RB) schemes, the typical coupling is implemented sequentially by first using the motion of
the bodies as boundary conditions for the fluid solver, and then evaluating forces and torques on the bodies
from the computed fluid stress and advancing the bodies. These schemes have been very popular due to their
relative simplicity in adapting existing fluid and solid solvers, but they are known to suffer from numerical
instabilities especially when bodies become relatively light. As found in many previous results as well as our
own investigation [1], the primary numerical instability is due to well known added-mass effects. In [1], a
secondary numerical instability, referred to as the added-damping instability, was first investigated carefully
and found to be equally important for certain partitioned schemes when simulating problems involving low
Reynolds numbers or when the primary motion of the body is rotational and not translational when added-
mass effects dominate. The interested reader is referred to [1] for further discussion on added-mass and
added-damping effects. To overcome these instabilities, TP-RB schemes often rely on under-relaxed sub-
iterations, see [6, 15, 21, 27, 28] for example. In the AMP-RB schemes, however, a novel coupling strategy,
the AMP interface condition, is used to avoid potentially expensive sub-iterations. This interface condition,
first described in [1, 2], is reviewed briefly here because it serves as an essential element of the current work.

Aside from the typical coupling scheme used in many TP-RB schemes and the AMP interface condition
in this work, other coupling strategies have been proposed in the literature with the aim of suppressing
added-mass instabilities, see [17, 20, 23] for example. Through this work, the stability bound for the ratio of
the density of the body to that of the fluid has improved over the years. For instance, the immersed boundary
method [23] remains stable for a density ratio as low as 10−4. In this approach, a set of equations that couples
the pressure with the motion for the body is exposed through an approximate block LU factorization. The
treatment bears some similarity with the handling of added-mass effect in the AMP-RB scheme except that
the AMP interface condition used here is derived at a continuous level, which would facilitate the development
of high-order accurate schemes. More details of these coupling strategies can be found in the introduction
of our previous work [1]. Recently, Kempe, Fröhlich and their collaborators proposed two other coupling
strategies for immersed boundary methods applied to spherical particles in [29, 30]. Their numerical results
demonstrate that both of the approaches are stable for spherical particles of any mass including zero mass
without sub-iterations. In [29], a virtual mass with an ad hoc parameter is incorporated into the equations
of motion of the rigid body. This approach appears to have a similar formulation as the added-damping
tensor in the AMP interface condition. However, the added-damping tensor in our approach is derived from
a continuous level for bodies of general shapes; therefore, it is not limited to spherical bodies and no ad
hoc parameters are needed. We note that there was an added-damping parameter introduced in [1] for the
purpose of analysis, but it was set to one for all of the subsequent simulations as suggested by the stability
analysis. Another difference between the approach in [29] and one discussed here is that the added-damping
tensor is only used to handle added-damping effects while the virtual mass in [29] is used to handle both
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added-mass and added-damping effects. In their more recent work [30], the mass and inertia in a Lagrangian
layer surrounding the particle surface are exposed at a continuous level and incorporated into the equations
of motions of the rigid body. This results in a strongly coupled FSI scheme that only needs a semi-implicit
update and avoids sub-iterations completely. Although [30] only considered spherical particles, this new
approach is more promising and seems extendible to bodies of general shape.

In previous work [1, 2], the stability of the AMP-RB algorithm was analyzed for selected model problems
and verified for a range of two-dimensional benchmark problems. In the current work, numerical simulations
in three dimensions are used to show that the AMP-RB scheme is stable without sub-iterations for bodies
of general shape, including spherical particles and two flapping leaflets, each in the shape of a thin half-
disk. The benchmark problem involving leaflets is generalized from a bi-leaflet mechanical heart valve.
The bi-leaflet mechanical heart valve simulation is an important application of the current FSI regime and
has been simulated previously by many FSI algorithms such as those discussed in [15, 31–36]. The review
paper [37] summarizes the practical and numerical challenges in this problem. Our particular attention is
on the strong added-mass effects in this simulation due to a very small moment of inertia of the leaflets.
Numerical instabilities have been reported previously in [15, 35, 36], in which sub-iterations, typically with
Aitken’s accelerations, are used to stabilize the FSI algorithms. Apart from difficulties associated with
added-mass effects, this problem is challenging since the two leaflets are hinged and thus follow a constrained
motion. To successfully simulate this FSI problem, many building blocks need to be handled carefully, such
as the implementation of the AMP-RB algorithm in three dimensions, generating and moving the grids
within the overlapping grid framework, forming accurate surface quadratures on overlapping surface grids,
and implementing the full algorithm in parallel. These factors have motivated us to verify the stability
and applicability of the AMP-RB scheme in the overlapping grid framework through this challenging FSI
application.

The AMP-RB scheme has been implemented in serial and parallel within the Overture object-oriented
framework. This implementation, as well as the numerical examples presented in this work, is freely available
at overtureFramework.org. The parallel implementation follows a domain-decomposition approach on
overlapping grids discussed in [38]. Note that the AMP-RB scheme discussed herein follows the line of
research on AMP schemes for various FSI regimes, including inviscid compressible fluids coupled to rigid
solids [39], linearly elastic solids [40], nonlinear elastic solids [41], as well as incompressible fluids coupled to
elastic bulk solids [42], elastic structural shells [43] and deforming beams [44].

The remaining sections of the paper are organized as follows. The governing equations are given in
Section 2. The details of the AMP-RB algorithm are outlined in 3, including a brief review of the AMP
interface condition and the time-stepping algorithm. Section 4 presents the numerical approach for three
dimensions. This section includes a brief outline of the moving overlapping grid approach, a description of the
approach for computing surface integrals on bodies covered by multiple overlapping grids, and a discussion
of the parallel implementation. Numerical results are presented in Section 5 and concluding remarks as well
as future directions are given in Section 6. A collision model designed specifically for the heart-valve problem
is discussed in Appendix A.

2. Governing equations

We consider an FSI problem involving one or more rigid bodies fully immersed in an incompressible
fluid as illustrated in Figure 1. The fluid occupies the domain, x ∈ Ω(t) at a time t, and is governed by the
incompressible Navier-Stokes equations,

∂v

∂t
+ (v · ∇)v =

1

ρ
∇ · σ, x ∈ Ω(t), (1)

∇ · v = 0, x ∈ Ω(t), (2)

where v = v(x, t) is the fluid velocity, σ = σ(x, t) is the stress tensor, and ρ is the (constant) fluid density.
The fluid stress tensor is given by

σ = −pI + τ , τ = µ
[
∇v + (∇v)T

]
, (3)
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where p = p(x, t) is the pressure, I is the identity tensor, τ is the viscous stress tensor and µ is the (constant)
dynamic viscosity. Equations (1)–(3) can be used to derive an elliptic equation for the pressure satisfying

∆p= −ρ∇v : (∇v)T , x ∈ Ω(t), (4)

where

∇v : (∇v)T
def
=

3∑
i=1

3∑
j=1

∂vi
∂xj

∂vj
∂xi

,

with an additional boundary condition, ∇ · v = 0 for x ∈ ∂Ω(t), see [45] for more details. In practice,
our time-stepping scheme uses the velocity-pressure form of the incompressible Navier-Stokes equations, in
which the continuity equation (2) is replaced by the Poisson equation (4).

Open heart valve Closed heart valve

x
z

y

xz

y

Figure 1: Flow past the bi-leaflet mechanical heart valve at the open and closed states. Note the change of the
flow directions at the two positions. Computed streamlines (colored by the flow speed) and the composite grids are
presented.

Within the FSI problem, each body has mass mb and moment of inertia Ib and occupies the domain
Ωb(t). The dynamics of the body are characterized by

ab(t) ∈ R3 : linear acceleration of the centre of mass,

bb(t) ∈ R3 : angular acceleration of the centre of mass,

vb(t) ∈ R3 : velocity of the centre of mass,

ωb(t) ∈ R3 : angular velocity,

xb(t) ∈ R3 : position of the centre of mass,

Eb(t) ∈ R3×3 : matrix with columns being the principle axes of inertia.

The motion of each rigid body is determined by a surface integral of the fluid traction σn along the inter-
face Γb(t) = Ω̄(t) ∩ Ω̄b(t), where σ is the fluid stress and n is the unit outward normal at the interface.
In three dimensions, the rigid body has six degrees of freedom and its motion satisfies the Newton-Euler
equations,

mbab =

∫
Γb

σn dS + fe, (5)

Ibbb = −ωb × Ibωb +

∫
Γb

(r− xb)× σn dS + ge, (6)

v̇b = ab, (7)

ω̇b = bb, (8)

ẋb = vb, (9)

Ėb = ωb × Eb, (10)
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where r denotes a point on the surface of the body, and fe and ge are an applied external force and torque
on the body, respectively.

The velocity of the fluid is coupled to that of each rigid body on its surface Γb by the matching condition

v(r(t), t) = ṙ(t), r(t) ∈ Γb. (11)

The motion of a point r(t) on the surface of the body is given by a translation together with a rotation
about the initial centre of mass,

r(t) = xb(t) +R(t)(r(0)− xb(0)), (12)

where R(t) is the rotation matrix given by

R(t) = Eb(t)E
T
b (0). (13)

The velocity ṙ(t) in (11) is determined by differentiating (12), and using (9), (10) and (13) to find

ṙ(t) = vb(t) + ωb(t)× (r(t)− xb(t)), r(t) ∈ Γb. (14)

We also use the acceleration of a point on the surface of the body for the AMP-RB algorithm, and this is
given by

r̈(t) = ab(t) + bb(t)× (r(t)− xb(t)) + ωb(t)×
[
ωb(t)× (r(t)− xb(t))

]
, r(t) ∈ Γb. (15)

3. The AMP-RB algorithm

In this section, we describe the interface conditions used in the AMP-RB scheme to handle added-mass
and added-damping effects arising from the forces and torques on the rigid body due to fluid. Since the
interface conditions and the AMP-RB scheme were derived in our previous paper [2], we give only a brief
summary here for completeness.

3.1. The added-mass and added-damping interface conditions

To handle added-mass effects, the fluid and body accelerations on the interface are matched. Taking a
time derivative of the matching conditions in (11) and using the acceleration of a point on the body given
in (15), we obtain

∂tv + (ṙ · ∇)v = ab + bb × (r− xb) + ωb ×
[
ωb × (r− xb)

]
, r ∈ Γb,

and using the momentum equation (1) gives

−1

ρ

[
∇p− µ∆v

]
= ab + bb × (r− xb) + ωb ×

[
ωb × (r− xb)

]
, r ∈ Γb. (16)

The normal component of (16) satisfies

∂np = −ρnT
(
ab + bb × (r− xb) + ωb ×

[
ωb × (r− xb)

])
+ µnT∆v, r ∈ Γb, (17)

where n = n(r, t) is the outward normal to the body. When the pressure and body accelerations are
coupled strongly in the AMP-RB scheme, the condition in (17) is equivalent to a generalized Robin boundary
condition for the pressure.

Added-damping effects are treated in the AMP-RB scheme by considering the contributions to the force
and torque on the body in (5) and (6), respectively, due to the integrals,

Fµ(v,vb,ωb) =

∫
Γb

τn dS, Gµ(v,vb,ωb) =

∫
Γb

(r− xb)× (τn) dS,
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involving the viscous shear stress τn of the fluid. The integrals depend on the fluid velocity v, and on the
velocity vb and angular velocity ωb of the body due to its motion. The linearized forms

Fµ(v,vb,ωb) ≈ Fµ(vp,vpb ,ω
p
b)−D

vv (vb − vpb )−D
vω (ωb − ωpb), (18)

Gµ(v,vb,ωb) ≈ Gµ(vp,vpb ,ω
p
b)−D

ωv (vb − vpb )−D
ωω (ωb − ωpb), (19)

about the predicted states vp, vpb and ωpb are used to expose the dependence of the integrals on the motion
of the body. Here, Dvv, Dvω, Dωv, and Dωω are added-damping tensors derived in [2] as

Dvv def
= −∂Fµ

∂vb
= −µ

∫
Γb

{
(I− nnT )

∂

∂n

(
∂v

∂vb

)}
dS, (20a)

Dvω def
= −∂Fµ

∂ωb
= −µ

∫
Γb

{
(I− nnT )

∂

∂n

(
∂v

∂ωb

)}
dS, (20b)

Dωv def
= −∂Gµ

∂vb
= −µ

∫
Γb

[r− xb]×

{
(I− nnT )

∂

∂n

(
∂v

∂vb

)}
dS, (20c)

Dωω def
= −∂Gµ

∂ωb
= 2µVb I− µ

∫
Γb

[r− xb]×

{
(I− nnT )

∂

∂n

(
∂v

∂ωb

)}
dS, (20d)

where Vb is the volume of the rigid body and the notation [r−xb]× denotes the matrix representation of the
usual cross product involving the vector r− xb. For convenience, a larger composite tensor, D(t) ∈ R6×6, is
defined as

D
def
=

[
Dvv Dvω
Dωv Dωω

]
, (21)

and we note that the component tensors in D(t) can be computed based on their initial states using the
transformation

Dαβ(t) = R(t)Dαβ(0)RT (t), (22)

where R(t) is the rotation matrix from (13).
Note that the linearizations (18) and (19) can be expressed in terms of the body accelerations ab and bb

as follows:

Fµ(v,vb,ωb) ≈ Fµ(vp,vpb ,ω
p
b)−∆tDvv (ab − apb)−∆tDvω (bb − bpb), (23)

Gµ(v,vb,ωb) ≈ Gµ(vp,vpb ,ω
p
b)−∆tDωv (ab − apb)−∆tDωω (bb − bpb). (24)

where ∆t is the discrete time-step in the AMP-RB time-stepping scheme.
The pressure boundary condition in (17) and the linearizations in (23) and (24) are used in the following

primary AMP interface condition:

AMP Interface Condition. The AMP interface conditions on the surface of a rigid body r ∈ Γb for the
pressure equation (4) are

∂np+ ρnT
(
ab + bb × (r− xb)

)
= −ρnT

(
ωb ×

[
ωb × (r− xb)

])
+ µnT∆v, (25){[

mb I3×3 0

0 Ib

]
+ ∆tD

}[
ab

bb

]
+ F(p) = −

[
0

ωb × Ibωb

]
+ G(v) + ∆tD

[
ab

bb

]
, (26)

where

F(p)
def
=


∫

Γb

pn dS∫
Γb

(r− xb)× (pn) dS

 , G(v)
def
=

[
Fµ + fe
Gµ + ge

]
=


∫

Γb

τn dS + fe∫
Γb

(r− xb)× (τn) dS + ge

 . (27)

Here ∆t is the time-step used in the AMP-RB time-stepping scheme.
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The AMP interface conditions given here differ slightly from the ones derived in [2]. First, the signs on
the integrals of the two vector components of F(p) in (27) were incorrect in our previous paper and have
been fixed here. Second, an added-damping parameter appeared in the earlier AMP interface conditions
for the purpose of studying the stability of the AMP-RB scheme. As mentioned previously, the results of
the stability analysis discussed in [1] suggest that this parameter can be taken to be one. This value has
been used in the form of the interface conditions given here and so the added-damping parameter does not
appear.

3.2. Time-stepping algorithm

Algorithm 1 provides the details of the AMP-RB time-stepping scheme used for the calculations presented
in this paper. The algorithm given here follows the ones discussed in our previous work [1, 2], but extended
to three dimensions. It is a predictor-corrector-type fractional-step scheme that advances the solution from
the time step tn to tn+1. The algorithm starts with a preliminary body evolution stage consisting of Steps 1
and 2, in which the rigid-body variables and the moving composite grid at the new time step are predicted
from the analogous quantities at previous time steps. The moving grid G in Step 2 is determined by the
predicted values for xb and Eb using equations (12) and (13), see Section 4.1 for more details. The preliminary
stage is followed by the predictor stage consisting of Steps 3–6. In Step 3, the fluid velocity, v?i , is computed
implicitly using the rigid-body velocities predicted in Step 1 for the boundary condition on the surface of
the body. Note that the advection and pressure terms in the momentum equation (1) are written as a single
term,

fni
def
=
(
(vni −wn

i ) · ∇h
)
vni +∇hpni ,

in Step 3, where the grid velocity, wn
i , is included as required to express the equations in a moving coordinate

system. The ghost points for the velocity calculation at this step are determined by the divergence of the
velocity applied on the boundary together with an extrapolation of the velocity in the tangential directions
t1 and t2. The pressure, p?i , and rigid-body body accelerations, a?b and b?b , are then determined in Step 4, by
solving a discrete Poisson equation with the AMP interface conditions. Steps 5 and 6 update the variables
for the rigid body and the composite grid at tn+1, and these steps are similar to the ones in the preliminary
stage. The corrector stage, consisting of Steps 7–10, follows the steps in the predictor stage, and is usually
applied once in order to increase the stability region of the scheme to allow a larger advection time-step.
Finally, we have included an optional velocity correction in Step 11 as was done in [1, 2], which has been
shown to significantly improve the numerical stability to overcome added-damping effects.

In Algorithm 1, the symbols ∇h and ∆h denote discrete approximations to the gradient and Laplacian
operators, respectively, and these operators are implemented using standard second-order finite differences.
In the implementation of the AMP interface conditions in Steps 4 and 8, the term ∆v in the boundary
condition (25) has been replaced by the equivalent form −∇ ×∇ × v to improve the time-step restriction.
(see [46] for more details of its effects). The interface conditions also use discrete approximations of the
added-damping tensors as discussed in more detail in Section 4.2.

4. Numerical approach

4.1. Moving composite grids

The moving composite grid approach described originally in [3] within the context of inviscid, com-
pressible flow is adapted here to handle the moving geometry in three space dimensions associated with the
surfaces of the moving rigid bodies in the current FSI regime. As illustrated in Figure 2, an overlapping grid,
denoted as G, covers the entire fluid domain and consists of a set of component grids {Gg}, g = 1, . . . ,N . In
three dimensions, each component grid, Gg, is a logically rectangular, curvilinear grid defined by a smooth
mapping from a unit cube parameter space ξ to physical space x,

x = Gg(ξ, t), ξ ∈ [0, 1]3, x ∈ R3. (28)

All grid points in G are classified as discretization, interpolation or unused points. The overlapping grid
generator Ogen [47] from the Overture framework of codes is used to provide this information. In a typical
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Algorithm 1 Added-mass partitioned (AMP-RB) scheme

// Preliminary body evolution step

1. Predict the rigid-body degrees of freedom:

a
(e)
b = 2an

b − an−1
b , b

(e)
b = 2bn

b − bn−1
b , v

(e)
b = vn−1

b + 2∆tan
b ,

ω
(e)
b = ωn−1

b + 2∆tbn
b , x

(e)
b = xn−1

b + 2∆tvn
b , E

(e)
b = En−1

b + 2∆tωn
b × E

n
b .

2. Predict the moving grid G(e) by x
(e)
b and E

(e)
b .

// Prediction steps

3. Advance the fluid velocity v?
i :

ρ
(
v?
i − vn

i

)
/∆t+

(
3fni − fn−1

i

)
/2 = µ

(
∆hv

?
i + ∆hv

n
i

)
/2, i ∈ Ωh,

v?
i = v

(e)
b + ω

(e)
b × (r

(e)
i − x

(e)
b ), ∇h · v?

i = 0, Extrapolate ghost: tTmv?
i , i ∈ Γh,

Velocity boundary conditions on ∂Ωh\Γh.

4. Update the pressure p?i and body accelerations a?
b , b?

b :

∆hp
?
i = −∇hv

?
i : (∇hv

?
i )T , i ∈ Ωh,

nT
i ∇hp

?
i + ρnT

i

(
a?
b + b?

b × (r
(e)
i − x

(e)
b )
)

= −ρnT
i

(
ω

(e)
b ×

[
ω

(e)
b × (r

(e)
i − x

(e)
b )
])
− µnT

i (∇h ×∇h × v?
i ), i ∈ Γh,{[

mb I3×3 0

0 Ib

]
+ ∆tD(e)

}[
a?
b

b?
b

]
+ F(p?i ) = −

[
0

ω
(e)
b × Ibω

(e)
b

]
+ G(v?

i ) + ∆tD(e)

[
a
(e)
b

b
(e)
b

]
,

Pressure boundary conditions on ∂Ωh\Γh.

5. Update the rigid-body degrees of freedom:
v?
b = vn

b + ∆t (a?
b + an

b )/2, ω?
b = ωn

b + ∆t (b?
b + bn

b )/2,

x?
b = xn

b + ∆t (v?
b + vn

b )/2, E?
b = En

b + ∆t (ω?
b × E

(e)
b + ωn

b × E
n
b )/2.

6. Update the moving grid G? by x?
b and E?

b .

// Correction steps

7. Advance the fluid velocity vn+1
i :

ρ
(
vn+1
i − vn

i

)
/∆t+

(
f?i + fni

)
/2 = µ

(
∆hv

n+1
i + ∆hv

n
i

)
/2, i ∈ Ωh,

vn+1
i = v?

b + ω?
b × (r?i − x?

b ), ∇h · vn+1
i = 0, Extrapolate ghost: tTmvn+1

i , i ∈ Γh,

Velocity boundary conditions on ∂Ωh\Γh.

8. Update the pressure pn+1
i and body accelerations an+1

b , bn+1
b :

∆hp
n+1
i = −∇hv

n+1
i : (∇hv

n+1
i )T , i ∈ Ωh,

nT
i ∇hp

n+1
i + ρnT

i

(
an+1
b + bn+1

b × (r?i − x?
b )
)

= −ρnT
i

(
ω?

b ×
[
ω?

b × (r?i − x?
b )
])
− µnT

i (∇h ×∇h × vn+1
i ), i ∈ Γh,{[

mb I3×3 0

0 Ib

]
+ ∆tD?

}[
an+1
b

bn+1
b

]
+ F(pn+1

i ) = −
[

0

ω?
b × Ibω

?
b

]
+ G(vn+1

i ) + ∆tD?

[
a?
b

b?
b

]
,

Pressure boundary conditions on ∂Ωh\Γh.

9. Update the rigid-body degrees of freedom:

v
(n+1)
b = vn

b + ∆t (a
(n+1)
b + an

b )/2, ω
(n+1)
b = ωn

b + ∆t (b
(n+1)
b + bn

b )/2,

x
(n+1)
b = xn

b + ∆t (v
(n+1)
b + vn

b )/2, E
(n+1)
b = En

b + ∆t (ω
(n+1)
b × E?

b + ωn
b × E

n
b )/2.

10. Update the moving grid G(n+1) by x
(n+1)
b and E

(n+1)
b .

// Fluid-velocity correction step (optional)

11. Advance the fluid velocity vn+1
i :

ρ
(
vn+1
i − vn

i

)
/∆t+

(
fn+1
i + fni

)
/2 = µ

(
∆hv

n+1
i + ∆hv

n
i

)
/2, i ∈ Ωh,

vn+1
i = vn+1

b + ωn+1
b × (rn+1

i − xn+1
b ), ∇h · vn+1

i = 0, Extrapolate ghost: tTmvn+1
i , i ∈ Γh,

Velocity boundary conditions on ∂Ωh\Γh.

composite grid for the current FSI application, one or more boundary-fitted curvilinear grids in the fluid
are used to represent the surface of each rigid body. These grids move with the body according to its
computed location information xb(t) and Eb(t) following the formulas in (12) and (13). The remainder of
the fluid domain is covered by one or more static Cartesian grids. Ogen cuts holes in the appropriate
component grids by locating the physical boundary, which includes the interface between the rigid bodies
and the fluid, and thus determines the unused points based on their location. For instance, the “cylinder”
grid displayed in the upper right image of Figure 2 cuts a hole in the Cartesian “box” grid so that the
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box

cylinder

box unit-cube

cylinder unit-cube

interpolation points

Figure 2: Top: a three-dimensional overlapping grid for a quarter-cylinder in a box. Bottom left and right: component
grids for the cylindrical and box grids in the unit cube parameter space. Interpolation points at the grid overlap are
marked and color-coded for each component grid.

latter grid has many unused points (those not being plotted in the lower right image). Ogen also provides
the interpolation information for all interpolation points in the overlap region between component grids.
Two types of interpolation, called explicit and implicit, are supported in Ogen and both types are used
in the current work. For explicit interpolation, the grid points used in the interpolation stencil of each
donor component grid must be discretization points. The solution values at interpolation points for explicit
interpolation are thus computed explicitly from the values at discretization points on the donor grids. In
contrast, the grid points needed on donor component grids for implicit interpolation may themselves be
interpolation points, and thus the solution values at interpolation points are coupled between component
grids and must be computed implicitly. Explicit interpolation is typically used in our simulations because
of its faster overall performance. However, wider overlaps between component grids are needed for explicit
interpolation, and thus for some difficult problems, especially when the grids are relatively coarse, implicit
interpolation is more robust in producing valid composite grids. For example, the coarsest grids in the
calculations of the settling particle and three-dimensional heart valve use implicit interpolation. Further
discussion of issues related to three-dimensional composite grids can be found in [38]. On discretization
points of each component grid, the equations governing the fluid are discretized with second-order accurate
approximations on the unit cube parameter space following an exact transformation of the equations using
the metrics of the known mapping in (28). See [3, 38, 45] for more details on the discretization approach on
overlapping grids.

4.2. Computing surface integrals on composite grids

The computation of the forces and torques on the body (27) as well as the evaluation of discrete ap-
proximations to the exact added damping tensors (20) requires discrete approximations to integrals over the
surface of the rigid body. This surface quadrature must account for regions on the surface covered by all
boundary-fitted component grids, and must avoid over counting where two or more component grids overlap.
One common way to avoid the over counting issue is to construct an unstructured surface triangulation in
the areas of overlap [48]. The solution from the overlapping grid can be interpolated to the vertices or cell
centers of the surface triangles from which a discrete surface integral can be defined. In this paper we use
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an alternative approach to find the surface quadrature that does not require a surface triangulation5. The
approach is based on the fact that the Neumann problem

∆φ = f, x ∈ Ω, (29a)

∂φ

∂n
= g x ∈ ∂Ω, (29b)

only has a solution (and that solution is determined up to an additive constant) when∫∫
Ω

f(x) dV =

∫
∂Ω

g(x) dS. (30)

Similarly a discrete approximation to (29) on an overlapping (or non-overlapping) grid,

Aφ = f

only has a solution when

wT f = 0, (31)

where w is the left null vector of A, wTA = 0. (As before the solution is determined up to an additive
constant.) The constraint in (31) is a discrete counter-part of the integral constraint in (30), and thus w
holds the coefficients of a discrete approximation to the volume and surface integrals in (30). To determine
these coefficients, w must be scaled by an appropriate constant, and this constant can be determined by
matching the coefficients in w to the expected quadrature weights in regions away from the overlap. We
note that the quadrature weights need only be computed once at the start of the simulation in view of the
transformation in (22).

4.3. Parallel implementation and performance

Both serial and parallel versions of the three-dimensional AMP-RB time-stepping scheme have been
implemented based on the incompressible Navier-Stokes solver Cgins [51] within the Overture framework.
The parallel version of the code follows the work in [38, 52], and is based on a domain-decomposition approach
in which each component grid Gg is partitioned across different processors of a distributed-memory parallel
computer. The component grids are partitioned using a load-balancing algorithm that depends on the number
of the grid points on each grid and the number of processors available. In the current FSI application, the
static background Cartesian grids contain the majority of the grid points in each simulation, and these
grids are generally partitioned across all of the available processors. The boundary-fitted grids are usually
narrow in the direction normal to the surface of the rigid bodies and so these grids contain a relatively small
number of grid points. As a result, these narrow grids are usually partitioned across a subset of the available
processors, or may even reside on a single processor. For more details on the parallel implementation of PDE
solvers on overlapping grids, see [38, 52].

In the present work, special attention has been given to the implementation of the AMP-RB interface
conditions in parallel. These conditions provide additional boundary conditions for the pressure Poisson
equation in Steps 4 and 8 of Algorithm 1. The extra equations due to the interface conditions have the
same number as the degrees of freedom for the rigid bodies, and these equations are appended to the end
of the linear system for the pressure equation. In our implementation, the extra equations reside in the last
available processor in the parallel sparse linear solver. However, the grid points corresponding to the entries
of F(p) in (27) may reside over several processors in general and this requires some communication across
processors. This communication is very fast as compared to the linear solver since the surface integrals
in F(p) are one dimension lower than the full three dimensions of the FSI problem. All of the parallel
communication, including the communication for the interface conditions, are performed using the Message
Passing Interface (MPI).

5This approach was discovered by one of the authors in the course of forming conservative approximations for
composite grids [49, 50].
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All linear systems in the AMP-RB scheme are solved in parallel using the Krylov methods available in
the PETSc library [53]. These linear systems include the implicit equations for the fluid velocity in Steps 3
and 7 (and optionally Step 11) of Algorithm 1 as well as the aforementioned pressure Poisson equations.
The stabilized bi-conjugate-gradient (Bi-CGSTAB) method with a block-Jacobi preconditioning is used for
most of the simulations with an incomplete LU (ILU) preconditioner for each individual block. The velocity
equation uses ILU(1) as the preconditioner, while the pressure equation uses ILU(1) for easy problems and
ILU(3) for some hard problem that require 20 to 50 iterations to converge. We found that these choices give
the best performance amongst the Krylov solvers tested. For one three-dimensional heart valve simulation,
the parallel Bi-CGSTAB solver failed to converge in the first pressure solve, presumably from a poor initial
guess. For this case, a parallel GMRES solver was used for a few time steps before switching back to the
Bi-CGSTAB solver for improved efficiency.

Figure 3 presents the parallel performance of the AMP-RB scheme on a distributed memory Linux
cluster with 2.5 GHz Xeon processors. The figure gives strong scaling results for the settling-particle problem
described later in Section 5.2 using a sphere-in-a-box grid with 1.3 × 107 grid points. The graph and the
CPU time table show that the parallel scaling is reasonable up to 16 processors. The breakdown of the CPU
times in the table shows that most of the computational cost is used in the Krylov solves of the pressure and
velocity equations, and thus the parallel performance depends heavily on the scaling of the Krylov solvers
for this problem. We note that the computational domain for this problem is relatively simple, and hence
the Ogen grid generator is very efficient and scales well in parallel. However, the grid generator has not
yet been optimized for moving grid problems and can be more costly for complex problems. For example, it
has been observed that the grid generator can use up to half of the computational cost for the heart valve
simulations described later in Section 5.5.2.
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Linear speedup

sphere-in-a-box

Parallel results for a sphere-in-a-box grid
1 precessor 4 processors 16 processors

s/step % s/step % s/step %

grid 18 3.3 5 3.0 2 3.2
psolver 305 56.7 95 59.4 33 58.7
vsolver 185 34.4 52 32.7 19 33.2
others 30 5.6 9 4.9 2 4.9
total 538 100 161 100 56 100

Figure 3: Left: strong scaling results for the sphere-in-a-box grid with approximately 13 million grid points. Right:
CPU time (in seconds) for various parts of the AMP-RB scheme, and their percentages of the total CPU time per
step. “Grid” stands for the moving composite grid generator, while “psolver” and “vsolver” for the Krylov solvers
for the pressure and velocity respectively. The results of 1, 4 and 16 processors are presented.

5. Numerical results

Several benchmark problems are considered in this section to demonstrate the stability and accuracy
of the AMP-RB scheme. We begin in Section 5.1 by revisiting the one-dimensional motion of a piston in
a fluid chamber discussed in [1, 2]. Here, we solve the problem using the AMP-RB scheme for a three-
dimensional fluid chamber and compare the numerical results with the exact solution. This benchmark
problem provides a good first test of both the accuracy of the scheme as well as its added-mass stability
properties. In Section 5.2, we consider a second benchmark problem involving the settling of a moderately
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light particle in a small container. For this problem, the numerical solution given by the AMP-RB scheme is
compared with experimental data and with other numerical results from the literature, and a self-convergence
study is conducted to demonstrate the accuracy of the scheme. We also use this second problem to study
the added-damping stability properties of the AMP-RB scheme. Section 5.3 is devoted to a comparison of
the AMP-RB scheme and a traditional partitioned (TP-RB) scheme, which is performed using the previous
settling particle problem. Both schemes require the solution of a Poisson problem for the pressure at each
time step. The pressure solve for the TP-RB scheme uses a boundary condition for the pressure alone
whereas the AMP-RB scheme uses interface conditions involving the pressure and the accelerations of the
rigid body. The corresponding linear systems are different but have similar conditioning. We are also
interested in a comparison of the performance of the two schemes, and this demonstrates the efficiency of
the present scheme. In Section 5.4, a third benchmark problem involving a particle rising or falling in a
long container is considered. The numerical solution given by the AMP-RB scheme is compared with the
results of various algorithms discussed in the literature. Importantly, this problem is used to confirm that
the AMP-RB scheme is stable for rigid-body FSI problems involving different density ratios of the solid
bodies and the fluid, including the difficult case of a body with small, or even zero, mass. This difficult
case has proved to be challenging, or impossible, for other available schemes due to the severe added-mass
instability. The last problem we consider is an FSI problem generalized from a bi-leaflet mechanical heart
valve. Simulations of this problem in two dimensions (Section 5.5.1) and three dimensions (Section 5.5.2)
are discussed. For this application, two leaflets are hinged and allowed to rotate along the hinge axes. An
oscillating pressure gradient is applied to drive a fluid flow through the value, and repulsive torques and
damping terms are implemented to restrict the rotation of the leaflets to the designed range. This example
demonstrates the behavior of the AMP-RB scheme when multiple light bodies are involved, and further
confirms that the numerical instabilities have been suppressed in the present scheme for such cases.

5.1. One-dimensitonal motion of a piston
In this section, we consider the piston problem discussed previously in [1, 2], but extended here to three

space dimensions. In this problem a rigid body is adjacent to one end of a fluid channel with rectangular
cross section. Two problems were considered previously, one in which the body moved normal to the channel
and the other where the body moves tangentially, and exact solutions were found for each case. Here, we
focus on the problem from [2] in which the body moves normal to the channel, and we use this problem to
verify the stability and accuracy of the AMP-RB scheme. Unlike the previous test of the two-dimensional
version of the scheme where a single body-fitted rectangular grid is used to represent the surface of the body,
the current test uses multiple body-fitted component grids to verify the implementation and accuracy of the
calculation of surface integrals on the body for a case when the body-fitted grids overlap.

For this problem, a rectangular rigid body of size Lb × H ×W and mass mb is adjacent to the fluid
domain, Ω(t) = [xI(t), L]× [0, H]× [0,W ], where x = xI(t) is the body-fitted end of the fluid channel. The
fluid in the channel is governed by the incompressible Navier-Stokes equations with a density and viscosity
taken to be ρ = 1 and µ = 0.1, respectively. The boundary conditions on the fluid at the fixed end of the
channel, x = L, are

p(L, y, z, t) = pL(t), v2(L, y, z, t) = v3(L, y, z, t) = 0, (y, z) ∈ [0, H]× [0,W ], t > 0,

where pL(t) is an applied pressure to be determined. The velocity matching condition in (11) is applied at
x = xI(t), and slip-wall boundary conditions are applied on the remaining four sides of the fluid channel.
Exact solutions for the velocities of the body, vb = (v1,b, v2,b, v3,b)

T , and fluid, v = (v1, v2, v3)T , and for the
fluid pressure p have the form

v1,b(t) =

∫ t

0

−HWpL(τ) dτ

mb +Ma(τ)
+ v1,b(0), (32)

p(x, t) = pL(t) +

(
L− x

L− xI(t)

)
−pL(t)

mb/Ma(t) + 1
, (33)

v1(t) = v1,b(t), (34)

and v2 = v3 = v2,b = v3,b = 0. The added-mass for this problem found analytically in [2] to be

Ma(t) = ρHW
(
L− xI(t)

)
. (35)
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Because the horizontal velocity is v1,b(t), the horizontal position is calculated as

xb(t) =

∫ t

0

v1,b(τ) dτ + xb(0). (36)

The applied pressure at the fixed end of the channel given by pL(t) can be specified by choosing a motion
for the rigid body. For the present tests, we take xb to be

xb(t) = αb sin(2πt), αb = 1/4, (37)

which is sufficient to specify the exact solution.

t = 0 t = 0.8

−16.32 −0.01

x

z

y

Figure 4: Left: Composite grids G(4)p for a piston adjacent to a fluid channel at t = 0. The piston is initially located
at x = 0 and adjacent to the left end of the fluid grid. The green Cartesian grid and the red curvilinear grid adjacent
to the piston move in time. The blue background grid remains fixed. Right: Computed pressure and the grid G(4)p at
t = 0.8.

Numerical solutions are computed using a composite grid, denoted by G(j)
p , with resolution factor j, as

shown in Figure 4. The composite grid consists of three component grids, the first of which is a body-fitted
Cartesian grid (green in the figure) of fixed length 1/2 in x-direction, and of width W = 1 and height
H = 1 in y and z-directions, respectively. Inside this first body-fitted grid, there is an extra body-fitted
cylindrical grid (red in the figure) of fixed length equal to 0.4 in the x-direction, and with inner radius 0.2
and outer radius 0.4. These two body-fitted grids overlap and move in time as the body moves. Note that the
cylindrical grid is not needed to handle the geometry of the problem, but is intentionally added to test the
calculation of surface integrals on the body as discussed in Section 4.2. In addition to these body-fitted grids,
there is a static Cartesian background grid (blue in the figure) covering the domain [−3/4, L]× [0, H]× [0,W ]
with L = 3/2. The approximate grid spacing for all of the grids is h(j) = 1/(10j) in each of their coordinate
directions. The length of the rigid body is chosen to be Lb = 1 and hence mb = ρb, which will be varied in
different cases. Figure 4 also shows the computed pressure at t = 0.8 (using ∆t = 0.01) for the case of a

very light body with ρb = 0.001 along with a wire frame of parts the composite grid G(4)
p .

As a test, the AMP-RB scheme has been run for this piston problem using G(4)
p and ∆t = 0.01 for a

wide range of densities of the body, from very light (ρb = 10−7) to very heavy (ρb = 107), and for all cases
we observe that the scheme remains stable and gives accurate results. For example, the time history of the
position, velocity and acceleration of the rigid body, as well as their errors, are presented in Figure 5 for a
medium-weight body with ρb = 1 (colored curves) and a very light body ρb = 0.001 (black curves). These
results illustrate the stability and accuracy of the simulations. As a comparison, we have also used the TP-
RB scheme without sub-timestep-iterations to compute numerical solutions of this problem and have found
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Figure 5: Computed piston motion and errors for ρb = 1 (colored lines) and ρb = 0.001 (black lines). The solutions

are computed on grid G(4)p .

that it is unstable for calculations using G(4)
p and ∆t = 0.01 if ρb = mb ≈ 2.0 or smaller. This observation is

in reasonable agreement with the stability results in [1, 2], where additional details are discussed.

Piston motion, ρb = 10

h(j) Ep
j r Ev

j r E
xb
j r E

vb
j r E

ab
j r

1/10 1.4e-2 6.9e-3 9.2e-3 6.9e-3 7.5e-3
1/20 3.2e-3 4.3 1.7e-3 4.1 2.3e-3 4.0 1.7e-3 4.1 1.8e-3 4.1
1/40 8.1e-4 4.0 4.5e-4 3.8 5.6e-4 4.0 4.2e-4 4.0 4.5e-4 4.0
rate 2.04 1.97 2.01 2.02 2.02

Piston motion, ρb = 1

h(j) Ep
j r Ev

j r E
xb
j r E

vb
j r E

ab
j r

1/10 5.9e-2 1.2e-2 9.6e-3 1.2e-2 3.4e-2
1/20 1.4e-2 4.2 2.8e-3 4.2 2.4e-3 4.1 2.8e-3 4.2 8.1e-3 4.2
1/40 3.5e-3 4.1 6.9e-4 4.0 5.8e-4 4.0 6.9e-4 4.1 2.0e-3 4.1
rate 2.04 2.04 2.02 2.04 2.04

Piston motion, ρb = 0.001

h(j) Ep
j r Ev

j r E
xb
j r E

vb
j r E

ab
j r

1/10 9.9e-2 1.7e-2 1.0e-2 1.6e-2 5.8e-2
1/20 2.4e-2 4.1 4.0e-3 4.1 2.6e-3 4.0 4.0e-3 4.1 1.4e-2 4.1
1/40 6.0e-3 4.0 9.8e-4 4.0 6.4e-4 4.0 9.8e-4 4.0 3.5e-3 4.0
rate 2.02 2.03 2.00 2.02 2.03

Table 1: Piston motion in three dimensions. Maximum errors and estimated convergence rates at t = 0.8 computed
using the AMP-RB scheme for a heavy, ρb = 10, medium, ρb = 1, and very light, ρb = 0.001, moving piston. The
column labeled ”r” provides the ratio of the errors at the current grid spacing to that on the next coarser grid.

A refinement study is conducted on a sequence of grids of increasing resolution to check the accuracy of
the implementation of the AMP-RB scheme for three dimensions. The time-step is taken as ∆tj = 0.4/(10j)

for the composite grid G(j)
p , and the equations are integrated to tfinal = 0.8. Note the time step is smaller

than the refinement study conducted in [2] due to the stability constraint from the additional cylindrical
grid which has cells with smaller volumes. However, the numerical solutions still exhibit superconvergence
at t = n/2, where n is a nonnegative integer, corresponding to the half-period of the oscillatory motion of
the body specified in (37) when xb = ab = 0, which is the case found in [2] at tfinal = 1. Therefore, to avoid
this superconvergence, the equations in the current study are integrated to tfinal = 0.8 instead. Table 1
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presents the max-norm errors and estimated convergence rates of the refinement study for a heavy, medium

and light body. The max-norm error of a quantity q is denoted by Eqj for the results on grid G(j)
p , and if q is

a vector, then the maximum is taken over all of its components. The results of the table show approximately
second-order accuracy for all solution quantities and for all three densities of the body. As an added check,
the calculations were also performed without the extra cylindrical body-fitted grid and the errors were found
to be nearly identical to the errors given in the table. This verifies the accuracy of the discrete surface
integrals when computing the fluid force on the rigid body.

5.2. One particle settling in a box
We consider the common benchmark problem of a moderately light spherical particle settling due to

gravity in a small container. This problem was first studied experimentally [54] by considering a spherical
particle settling in silicon oil towards the bottom of a box, and it has later been widely used as a test problem
to validate numerical FSI algorithms, including [8, 17, 20, 27]. The setup of the problem is as follows. A
spherical particle of density ρ̃b = 1120 kg/m3 and diameter Db = 2Rb = 15 mm is immersed in a fluid
channel of a rectangular box. The fluid density is ρ̃ = 970 kg/m3 and its viscosity is µ̃ = 0.373 kg/(m s).
Initially the fluid and particle are quiescent, and at t = 0 the particle is allowed to move under the influence
of gravity as specified by the external body force,

fe(t) =
4

3
πRb

3(ρb − ρ)g, (38)

where the acceleration is g = [0, 0, −g̃] with g̃ = 9.81 m/s2. In the previous studies, the problem is typically
presented in terms of dimensional units. Here we prefer to nondimensionalise the problem by introducing
suitable reference scales. The reference scale for length is the diameter of the particle d̃ = Db. The reference
velocity is taken to be ṽterm = 0.038 m/s given in the original work [54], which is the terminal velocity of
the particle in an infinitely long channel with the corrections due to the side boundary effects. The densities
are all scaled by the fluid density of ρ̃. The dimensionless fluid density is therefore ρ = 1 and the body
density is ρb = 1120/970 ≈ 1.1546. The dimensionless fluid viscosity is hence µ = µ̃/(ρ̃ d̃ ṽterm) = 0.67462,
corresponding to the Reynolds number Re = 1.5. The dimensionless gravity is g = g̃ d̃/(ṽterm)2 = 101.90,
which is turned on instantaneously at t = 0 in the simulation. The resulting fluid domain is Ω(t) =
[−xc, xc] × [−yc, yc] × [z0, z1], with xc = yc = 10/3, z0 = 0 and z1 = 32/3. The particle of radius 0.5 is
initially located at (x, y, z) = (0, 0, 8.5). The top boundary condition of the fluid domain is a zero pressure
condition, and the remaining boundary conditions are no-slip walls.

Numerical solutions are computed using a sphere-in-a-box composite grid, denoted by G(j)
sp , which consists

of a background Cartesian grid and two body-fitted grids attached to the surface of the rigid body. The
target background grid spacing h(j) is set to be 2/(15j), corresponding to the grid size of (50j)×(50j)×(80j)
covering the entire domain. The boundary-fitted grids are two curvilinear grids surrounding the particle,
each of which covers more than half of its surface. The thin body-fitted grids have a target grid spacing
approximately equal to 0.71h(j) with a radial width of 5h(j). The time step ∆t(j) is taken as 1/(40j). The
interested reader is referred to [38] for more details on the construction of the sphere-in-a-box grid.

The added-damping tensors for this problem are computed based on a discrete surface integral on the
two body-fitted grids at the beginning of the simulation. Formulas for the discrete added-damping tensors
corresponding to the exact forms in (20) for a spherical particle of radius r are given in the appendix of [2]
as

D̃vv =
µ

∆n

8

3
πr2

1 0 0
0 1 0
0 0 1

 , D̃vω = 0, D̃ωω =
µ

∆n

8

3
πr4

1 0 0
0 1 0
0 0 1

 .
where

∆n
def
=

∆sn
1− e−δ

, δ
def
=

∆sn√
ν∆t/2

, (39)

with ∆sn being the mesh spacing in the normal direction, i.e. ∆sn ≈ 0.71h(j) for the present calculations.
Here, r = 0.5 so that the diagonal elements of the added-damping tensors are

D̃vvii =
8

3
πr2 µ

∆n
≈ 2.0944

µ

∆n
, D̃ωωii =

8

3
πr4 µ

∆n
≈ 0.52360

µ

∆n
, i = 1, 2, 3,
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which is in excellent agreement with the values computed by the discrete surface integral. For instance, the

diagonal elements of the tensors for the grid G(4)
sp are computed in the beginning of the simulation as

D̃vvh,ii ≈ 2.0886
µ

∆n
, D̃ωωh,ii ≈ 0.52215

µ

∆n
, i = 1, 2, 3.

The off-diagonal elements are zero for the exact tensors, and this is in excellent agreement with the computed
tensors for which the maximum off-diagonal element is approximately 7.3× 10−6 in absolute value.
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Figure 6: Settling particle. Time history of the position (left) and velocity (right). The solutions are computed on

grid G(4)sp . The black square is the experimental data taken from Fig. 5 in [54] and the red curve is the numerical
solutions taken from Fig. 13 in [20].

Figure 6 presents the time history of the vertical position, yb(t), and vertical velocity, vb2(t), of the body

computed using the AMP-RB scheme with the composite grid G(4)
sp . To compare with the available data,

the time and velocity in Figure 6 have been scaled properly so that their units are s and m/s, respectively.
The present results are in good agreement with the experimental data in [54] and the numerical results
in [8, 17, 20, 27]. The numerical solutions from [20], for example, are also plotted in Figure 6 for comparison.
The numerical solutions are taken directly from Fig. 5 in [20], although the velocity therein was plotted in
a larger scale, which may lead to potential errors in reproducing the data. Despite these potential errors,
the numerical solution of the AMP-RB scheme appears to be in good agreement with the results in [20].
It is also found that the results of the AMP-RB scheme are almost indistinguishable with the results given
by the TP-RB scheme in [27]. The contours of the pressure and speed are presented in Figure 7 for three
different times. The body accelerates initially due to its negative buoyancy which is turned on impulsively
at t = 0. It then approaches a steady velocity before the body eventually slows down as it approaches the
bottom wall. As in the previous work [20, 27], collisions between the particle and the wall are not considered.
Therefore, the simulation is stopped when there are insufficient grid lines in the gap between the particle
and the bottom wall. Note that the other three cases from [27] with difference Reynolds numbers have also
been computed using the AMP-RB scheme, and it has been found that the results are almost identical to
the TP-RB scheme if the same grids are used.

Figure 8 presents the behaviour of the vertical position, velocity and acceleration of the particle versus
time for different grid resolutions. The numerical solutions in Figure 8 are very smooth and show good
convergence as the grid resolution increases. In fact, Richardson extrapolation estimates for the convergence
rate of the position and velocity are both around 1.90 at the times t = 2, 4 and 6. However, it is found
that the resulting particle tends to drop faster at lower resolutions, and so the simulations are halted earlier

(e.g., the calculation for grid G(1)
sp is stopped at t ≈ 7.5). This makes the self-convergence studies challenging

at the later times. Self-convergence studies of the accelerations are not as clean and yield a convergence
rate of approximately 1.52 at t = 2 and 4, while the rate improves slightly to 1.65 at t = 6. There are at
least two plausible reasons leading to this reduced convergence rate. One reason is that a very large gravity
is turned on impulsively in this test. Due to a sudden change of the body acceleration, the first time step
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Figure 7: Settling particle. Contours of the pressure (top row) and speed (bottom row) at times t = 5, 8 and 9

computed using the composite grid G(4)sp .

may involve a first-order error, and in fact we observe that the accelerations oscillate slighlty during the first
few time steps. The second reason is that the problem becomes steady during most of the simulation. This
makes it more challenging for the iterative Krylov solvers used here, since the solvers may take less Krylov
iterations than required to obtain the designed order of accuracy. Note that all of the tests we considered in
the previous work [2] were solved by a direct sparse matrix solver, which eliminates this potential issue.

This test is further used to demonstrate the importance of including the added-damping tensors in
the AMP-RB scheme. It is found that instabilities due to added-damping effects are still important for
this problem even though the body density is heavier than that of the fluid and the motion of the body
is primarily translational. To illustrate the importance of these tensors, Figure 9 presents the results from
the AMP-RB scheme but with the added-damping tensors intentionally turned off. It is found that the
particle starts to develop an unphysical rotation around t = 0.4, and the unphysical rotation eventually
pollutes the overall motion of the particle. Different from the rising body case in [2], the counter-acting
effects of the pressure is not very strong in the current test due to its geometry and the oscillations do not
saturate as time evolves.

5.3. Performance comparisons between AMP-RB and TP-RB schemes

We now use the benchmark problem described in the previous section to compare several aspects of
the performance of the AMP-RB and TP-RB schemes. To eliminate the complexity due to the parallel
implementation, the comparisons are performed using the serial implementations of the algorithms. The
main modification for the AMP-RB scheme is the application of the AMP interface conditions for the pressure
Poisson equation, and so we first compare the corresponding linear system from the AMP-RB scheme to
that for the TP-RB scheme. Without loss of generality, we consider the two linear systems at t = 0 when
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Figure 8: Settling particle. Time history of the position (top left), velocity (top right), acceleration (bottom left) and
its zoomed view of the particle.
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Figure 9: Illustration of the added-damping instability for the settling particle test when the added-damping tensor
is turned off. The particle starts to develop an unphysical rotation around t = 0.4. These oscillations in the angular
acceleration starts to affect the translational acceleration at t = 0.6, and eventually dominate the overall motion of
the particle. The right plot is the contour plot of v3 at t = 1, which shows the fluid velocity has been affected by
the particle rotation. Results are shown for grid G(2)sp solved by the AMP-RB scheme with the added-damping term
turned off intentionally.
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there is an impulsive gravity applied to the particle in the quiescent fluid. For this special case when v = 0,
the discrete Poisson problem for the AMP-RB scheme becomes

∆hpi = 0, i ∈ Ωh ∪ Γh, (40)

with

nTi ∇hpi + ρnTi

(
ab + bb × (r0

i − x0
b)
)

= 0, i ∈ Γh, (41){[
mb I3×3 0

0 Ib

]
+ ∆tD0

}[
ab
bb

]
+ F(pi) = ∆tD0

[
a∗b
b∗
b

]
+

4

3
πRb

3(ρb − ρ)g, (42)

together with the remaining boundary conditions at physical boundaries of the fluid domain. Here r0
i and

x0
b are the initial locations of the interface and rigid body, and a∗b and b∗

b denote initial guesses for the
accelerations of the body. These latter quantities are taken to be

a∗b =

(
ρb − ρ

ρb + 0.5 ρ

)
g, b∗

b = 0,

which are the exact initial accelerations of a spherical particle in a viscous quiescent fluid of infinite extent.
The computed added-damping tensor, denoted by D0, is included in (42) even though it is not required at
t = 0 since added-damping effects are not instantaneous so that the discrete problem in (40)–(42) without
D0 is well-posed. However, we have included the tensor intentionally to test the full linear system in a
general case when t > 0. The corresponding discrete Poisson problem used in the TP-RB scheme involves
the pressure equation in (40) with the interface condition

nTi ∇hpi = −ρnTi
(
a∗b + b∗

b × (r0
i − x0

b)
)
, i ∈ Γh, (43)

and the remaining physical boundary conditions. We note that the initial guesses for the accelerations in
the interface condition for the TP-RB scheme is not as important since sub-iterations are needed at t = 0
to obtain a converged initial acceleration for this scheme.

[
mb I3×3 0

0 Ib

]
+ ∆tD

F(pi)

ρnT
i

(
ab + bb × (ri − xb)

)

Figure 10: The sparsity pattern of the pressure matrix of 270875 × 270875 in the AMP-RB scheme. Left: the
sparsity pattern from the grid G(1)sp . Middle and right: two zoomed views of the pattern. The entries corresponding
to the background Cartesian grid are marked by the red square and the entries of the two boundary fitted grids are
marked by the blue squares. The important terms in the AMP interface conditions are marked in different colors
and pointed out in the sparsity pattern.

Figure 10 shows the sparse matrix pattern of the linear system of the AMP-RB scheme for the grid

G(1)
sp , which consists of one background grid and two boundary-fitted grids. The pressure matrix has a size
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of 270875 × 270875 and can be divided into several blocks. The entries corresponding to the background
Cartesian grid are marked by the red box in the figure, and the entries of the two boundary-fitted grids are
marked by the blue boxes. The majority of the diagonal blocks correspond to the discrete Poisson operator,
while the off-diagonal blocks correspond primarily to the interpolations between the different grids. The
six AMP constraints in (42) related to the accelerations are positioned in the last rows of the matrix, and
various terms in the constraints (41)–(42) have been marked by different colors and pointed out explicitly
in the sparsity pattern. Apart from the six extra rows corresponding to the equations in (42) and the six
extra columns for the accelerations of the body, the matrix of the new system is identical to that used in the
TP-RB scheme.
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Pressure matrices of AMP-RB and TP schemes
Scheme and Grid σmax σmin Condition number

AMP on G(1)sp 1.71 3.19e-5 5.34e4

TP on G(1)sp 1.00 3.19e-5 3.13e4

AMP on G(2)sp 1.49 8.04e-6 1.86e5

TP on G(2)sp 1.01 8.02e-6 1.26e5

Figure 11: Left: residual verse iterations in the AMP-RB and TP schemes. Right: estimated condition numbers
and other quantities of the pressure matrices in the two schemes. The sudden jump in the residual of the TP scheme
on the left plot is due to the restart of the pressure solver in each sub-iteration. σmax and σmin are the estimated
largest and smallest singular values. All the quantities in the right table are estimated through GMRES.

The linear systems for the two schemes are solved by a serial Bi-CGSTAB solver with an ILU(1) pre-
conditioner. The Bi-CGSTAB solver is chosen because the matrix for a composite grid is typically not
symmetric, and the Bi-CGSTAB solver often shows better performance than other Krylov solvers in this
case. The ILU(1) preconditioner is chosen here because the system is relatively easily inverted and only a
few Krylov iterations are needed to converge. Figure 11 presents the convergence of the residual for each
sub-iteration. The AMP-RB scheme uses only one Krylov solve to obtain the solution, while the TP-RB
scheme uses a Krylov solve for each of the seven sub-iterations needed for convergence of the whole system
(corresponding to the sudden jumps of the residual in the figure). Note the performance of the Krylov
iterations in the AMP-RB and TP-RB schemes is similar in the first solve, both using 33 Krylov iterations
to obtain a convergent solution. This indicates the both systems are similarly conditioned. The subsequent
sub-iterations for the TP-RB scheme require fewer and fewer Krylov iterations as the previous computed
pressure serves as a better initial guess for the next sub-iteration.

To further understand the nature of the linear system, the condition numbers are estimated by the
extremal singular values. The extremal singular values of the matrices are estimated by the singular values
in the Hessenberg matrix of the GMRES iterations after about 1000 iterations. The table in Figure 11 shows
that the largest singular value of the AMP-RB matrix is slightly larger than the TP-RB scheme while both
schemes have almost identical smallest singular values which scale as O(h2). This confirms that the two
systems have very similar conditioning. Recall that the condition number of the system is the ratio between
the maximal and minimal singular values if the 2-norm is used. For the systems at a later time when t > 0,
we find that the performance of the linear solver applied to the two systems is very similar to the case at
t = 0, since the difference between the linear systems at two different times lies mainly in the right-hand
side.

We further compare the total CPU time to solve the full problems given by the AMP-RB and TP-RB
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Run-time performance of AMP versus TP

Grid rtol atol
TP AMP

rtolc atolc p/step v/step its/step sec/step p/step v/step sec/step speed-up

G(1)sp 1e-5 1e-7 1e-4 1e-6 25 12 7 5.55 18 5 3.36 1.65

G(2)sp 2.5e-6 2.5e-8 2.5e-5 2.5e-7 53 16 8 40.8 39 6 23.6 1.73

Table 2: Settling particle. Comparison of the run-time performance of the AMP scheme versus the TP scheme.
The relative and absolute tolerances of the velocity and pressure solvers are denoted by “rtol”and “atol”, while the
tolerances of the sub-iterations in the TP scheme are denoted by “rtolc” and “atolc”. “P/step” and “v/step” stand
for the averaged number of Krylov iteration in the pressure and velocity solvers per time-step, while “sec/step” for
the averaged CPU run-time per time-step. The averaged number of iteration in the TP scheme are also given in the
column of “its/step”.

schemes. Table 2 presents detailed information of the two schemes on the grids G(1)
sp and G(2)

sp . The grid G(1)
sp

has about 2.2× 105 total grid points, while G(2)
sp has about 1.7× 106 points. Other information such as the

tolerances in the Bi-CGSTAB solvers and sub-iterations in the TP-RB scheme are also provided in Table 2.
The under-relaxation parameter in the TP-RB scheme (see [27]) is chosen to be 0.5, which we found to give

the best performance for this problem. The results for G(1)
sp show that the CPU time of the AMP-RB scheme

is about 3.36 seconds per time step, while the time of the TP-RB scheme is about 5.55 seconds per time
step, which corresponds to a speed-up factor of 1.65 the AMP-RB scheme. Note the TP-RB scheme for this
problem requires about 7 sub-iterations for each time step, but the performance of the AMP-RB scheme
only has increased by a factor of 1.65. This is expected since, as demonstrated in Figure 11, the later
correction steps in the TP-RB scheme require fewer Krylov iterations than first two steps. In a typical time
step, the predictor and the first corrector in the TP-RB scheme account for most of the Krylov iterations
in the pressure solver (“p/step” in Table 2) and the further correction steps only require one or two Krylov
iterations to obtain a converged local solution. Note that for both schemes, each Krylov iteration takes
almost the same CPU time on average, although the linear system for the AMP-RB scheme is slightly larger.

The G(2)
sp results show a similar speed-up factor of 1.73. The CPU time of the AMP-RB scheme is about

23.6 seconds per time step for this grid, while the time of TP-RB scheme is about 40.8 seconds per time
step. Note also that the tolerances of each sub-iteration in the TP-RB scheme are chosen larger than the
tolerances of the Krylov solver to avoid too many sub-iterations. We have found that this choice is sufficient
to yield satisfactory numerical solutions. However, if the tolerances for the sub-iterations and Krylov solvers
are chosen to be the same, the AMP-RB scheme is about 4 times faster than the TP-RB scheme. Finally,
note that the current overhead in various other parts of the schemes, such as computing information related
to the overlapping grids and evaluating the advection terms, are roughly the same in both schemes. For
instance, the overhead accounts for about 15% of the “sec/step” in the AMP-RB scheme and it accounts for
about 10% for the TP-RB scheme.

In summary, the above tests show the new linear system in the AMP-RB scheme to solve the discrete
Poisson problem for the pressure requires only minor modifications to the corresponding linear system for
pressure in the TP-RB scheme. Both systems have similar conditioning and can be solved effectively using
preconditioned iterative Krylov solvers. The AMP-RB scheme requires no sub-iterations per time step
unlike the TP-RB scheme so the cost per time step for the AMP-RB scheme is lower. As the ratio of the
density of the rigid body to that the fluid becomes smaller, the TB-RB scheme requires more and more
sub-iterations (and ultimately fails). In contrast, the AMP-RB scheme does not require sub-iterations and
so the comparative performance of the AMP-RB scheme is more pronounced for lighter bodies, such as in
the problem discussed in the next section.

5.4. One particle falling or rising in a long container

The next validation problem we consider is a spherical particle falling or rising due to a buoyant force in
a very long container. The original problem was discussed in an experimental study [55], but then used later
in [12] to validate an immersed boundary method. In many subsequent studies of FSI algorithms, such as
those in [17, 20, 30, 56], Case 2 in [12] has been adopted as a standard benchmark problem to demonstrate
numerical stability for problems involving low-density particles. The problem shares a very similar geometry
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as the particle dropping test discussed in the previous two sections, but the size of the particle here is
much smaller compared to the computational domain. We follow the nondimensional setup from the work
in [12, 17]. An incompressible fluid with viscosity µ = 0.00104238 and density ρ = 1 occupies the domain
[−xc, xc]× [−yc, yc]× [z0, z1], where xc = yc = 0.64, z0 = 0 and z1 = 10. The particle has a density of ρb and
a radius of Rb = 1/12. The fluid and the particle are initially quiescent and an impulsive external body force
satisfying (38) with g̃ = 9.81 is applied at t = 0. In [12] the particle was initially located at x0 = (0, 0, 9.5)
and the density of particle is ρb = 2.56. However, in more recent work the particle density has varied, and
the velocity profile of the particle for different values of ρb are presented. In our simulations, the particle
is initially located at x0 for cases when the particle falls (ρb > 1), and it is located at (0, 0, 0.5) initially
for cases when it rises (ρb < 1). Periodic boundary conditions are applied in all three directions as in the
previous work [12, 17].

The original problem is designed to model the situation when the particle is immersed in an infinite
fluid domain. The composite grid approach allows us to use a coarser background grid than the previous
work [12, 17] and at the same time attach much finer boundary-fitted grids to the particle so that its boundary
layer and the particle wake are well resolved. The sphere-in-a-box composite grid similar to the previous case
is used with slight modifications. A target mesh spacing h = 0.02 is used for the background Cartesian grid,
corresponding to a grid of 64 × 64 × 500 covering the entire domain. Much finer boundary-fitted grids are
attached to the particle and cover the fluid region of length ∆r = 0.3 in the radial (normal) direction. The
target mesh spacing for the boundary-fitted grids is h/4 = 0.005. Here we use a three-patch sphere to avoid
excessively small time steps resulting from small cells in the two-patch version. The resulting composite
grid6, consisting of the background grid and three boundary-fitted grids, is denoted by Gsr. A fixed time
step, ∆t = 0.001, is used in all the simulations.
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Figure 12: Dropping or rising particle. Time history of the velocity (left) of the case ρb = 2.56 and velocity (right)
of the varying density cases. The reference velocity and time are vref =

√
2Rbg̃ and tref =

√
2Rb/g̃, where Rb = 1/12

and g̃ = 9.81. The solutions are computed on grid Grs. In the left plot, the red dashed curve is the numerical solutions
taken from Fig. 16 in [12], the blue dash-dotted curve is from Fig. 11 in [17], the purple curve is from Fig. 5 in [56]
and the black dotted curve is from Fig. 10 in [20].

The left plot in Figure 12 shows the time history of the particle velocity for the case ρb = 2.56. The
numerical solution given by the AMP-RB scheme is compared with the results found in the literature [12,
17, 20, 56] using different immersed boundary methods. Our results are in good overall agreement with these
results. The computed terminal speed is found to be vterm = 1.774 vref , which is in good agreement with the
experimental terminal speed of 1.797 reported in [55]. We observe that the particle drops slightly faster at
early times in our simulation as compared to the results from the immersed boundary methods, although all
of the simulations produce similar terminal speeds. We also observe that the particle wake does not break

6The interested reader is again referred to [38] for more details on the sphere-in-a-box grid.
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in our simulations and remains axisymmetric, even when a finer grid is used. Whether the particle wave
remains axisymmetric or not can effect the profile of the particle velocity, and this differs in the various
simulations. For example, the numerical results in [12] show an asymmetric wake, which triggers much
larger horizontal velocities than what we observe, while the wake remains axisymmetric for the simulations
discussed in [56]. Whether the wake remains axisymmetric or not is likely due to a hydrodynamic instability
and whether this instability is triggered by perturbations in the flow due to the treatment of the moving
grids in the vicinity of the particle. We observe, for example, that a similar simulation using the TP-RB
scheme (with sub-time-step iterations) with the same composite grid Gsr shows an axisymmetric wake and
a nearly identical velocity profile to that given by the AMP-RB scheme. This suggests that the issue is not
related to the treatment of the interface conditions in the AMP-RB scheme.

The results from varying density tests are also presented in Figure 12, where the time history of velocities
of selected particle densities are presented. The AMP-RB scheme remains stable for any density ratio,
including the case ρb = 0, while the previous methods appear to be unable to compute solutions for low
density ratios. For example, to our knowledge, the lowest stability bound of this particular benchmark test
was previously presented in [20], in which their scheme is stable for ρb/ρ ≥ 0.1. On the other hand, the
TP-RB scheme in our implementation also struggles to remain stable for small density ratios. For instance,
when ρb/ρ = 0.1, the TP-RB scheme needs about 9 sub-iterations to converge on average. When the body
density is 0.01, the TP-RB scheme struggles and needs about 85 sub-iterations to converge on average, which
makes the scheme significantly more expensive. It is difficult to stabilize the TP-RB scheme for even small
density ratios.

5.5. Numerical simulations of a mechanical heart valve

The last example we consider is a model of a bi-leaflet mechanical heart valve, which has been studied
previously in [15, 35], for example, using other numerical approaches. As shown in Figure 13, the heart
valve consists of a rigid cylindrical ring supporting two solid leaflets, which can rotate about fixed hinge
axes. The heart valve is placed in a fluid channel which models the aorta. The structure of each leaflet
is designed to be very thin so that its inertia is small compared to that of the fluid flowing through the
device. Previous studies have found this system to be very challenging to simulate mainly due to large
added-mass effects [15]. Therefore, this problem serves as a good test to demonstrate the applicability
of the AMP-RB scheme together with the moving composite grid approach for a challenging engineering
problem of significant interest. The problem also can be used as a good benchmark problem for other FSI
algorithms. Unfortunately, a well-specified benchmark problem based on this application is not currently
available in the literature to the best of our knowledge. The results of previous simulations are available,
but the input to these simulations is based on experimental data, and there is incomplete information given
on the initial conditions or boundary conditions in many cases, so that it is difficult to reproduce the results
for the purpose of quantitative comparisons. Thus, another focus of the present study is to fully specify
benchmark problems based on the bi-leaflet geometry for both two and three-dimensional FSI simulations.
From the point of view of FSI algorithms and added-mass effects, the difficult interval of the full cardiac
cycle involves the rapid rotation of the leaflets as the value opens and closes. Hence, the designed benchmark
problems and our simulations focus on this aspect of the application.

As illustrated in Figure 13, the fluid channel covers a cylindrical domain with length Lc = 1.75 and
radius Rc = 1.1. The left boundary is located at x0 = −0.5 and the right boundary is x1 = 1.25. The
valve is fully immersed in an incompressible fluid with density ρ = 1 and viscosity ν = 0.1. Two leaflets are
allowed to rotate along the hinge axes, which are located at (xb, yb) = (0,±0.15) and parallel to z-axis, and
the leaflets are attached to the hinge at the position 0.1 away from the bottom tips. The range of angles
for the leaflets are [θmin, θmax] with θmin = 10◦ and θmax = 75◦, which corresponds to the fully open and
closed heart valve. While the precise shape of the leaflets are given later for the specific cases of two and
three-dimensional flow, they are assumed to have the same moment of inertia given by Ib = 0.001 as used
in [15]. The leaflets are considered to be “light” as added-mass effects corresponding to their rotational
motion are large for this test.

During the operation of the actual mechanical heart valve, the limits of the rotation angles of the leaflets
are reached at points of solid-solid contact. In our numerical simulations, such contacts are avoided by
imposing the tighter limits on the rotation angles as given above. These chosen limits could be imposed
in the numerical solution using a post-processing step immediately following any time step for which the
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Figure 13: Mechanical heart valve. Left: a typical bi-leaflet mechanical heat valve (SJM Regent). Middle: leaflets
and the computational domain. Right: geometrical configuration at the symmetry plane of the domain (t = 0).

rotation limits have been exceeded. While this approach appears to be a simple choice to implement, we
have found that the resulting abrupt perturbation to the solution can lead to numerical instabilities. Thus,
we have adopted an alternate approach in which a continuous repulsive force is applied to the equations
of motion of the leaflets to smoothly restrict their rotation to the chosen range. In addition, we apply a
damping term to the equations of motion to model the loss of energy that would occur during a collision.
The equation of motion for the angular acceleration of each leaflet is thus taken to be

Ib ω̇b =

∫
Γb

eTz

[
(r− xb)× σn

]
dS + grt(θb)−B(θb)ωb, (44)

where grt(θb) is the repulsive torque and B(θb)ωb is the damping term. Formulas for the functions, grt(θb)
and B(θb), are given in (A.9) and (A.10), respectively, of Appendix A where a full description of the contact
model is given. Here, we note that these terms are set to zero except for a small angle δ near the limits
of the range of rotation. This angle in (A.9) and (A.10) is taken to be δ = 3◦ for all of our simulations.
The stiffness parameters in (A.9) are taken to be ε1 = 0.05 and ε2 = 0.01, for the open and closed states,
respectively, and the damping parameter in (A.10) is B0 = 20. The stiffness parameter near the closed state,
ε2, is chosen to be smaller than that near the open state, ε1, because the collision between the leaflets and
hinges is more violent as the valve closes. The parameters given above specify our collision model, and they
are fixed for all of our choices of the grid resolution in our FSI simulations of this problem.

The fluid flow through the heart valve is driven by a pressure difference between the left and right
boundaries, which models the changing of blood pressure in a cardiac cycle. On the left boundary, x0 = −0.5,
the transverse velocity is set to be zero, while the pressure is taken to be

p(x0, y, z, t) =


pmax sin(πt) if 0 ≤ t ≤ 1,

pmin sin(2πt) if 1 < t ≤ 1.25,

pmin if t > 1.25,

(45)

with pmax = 20 and pmin = −40. The magnitude of the minimum pressure pmin is chosen to be larger than the
maximum pressure pmax to mimic a typical cardiac cycle, in which the magnitude of the difference between
ventricular and aortic pressure is larger in diastole than systole. The boundary condition at x1 = 1.25 is a
zero-pressure outflow/inflow condition, which is implemented by setting

p(x1, y, z, t) = 0,
∂v

∂n
(x1, y, z, t) = 0.

This boundary condition allows the fluid to flow from left to right during the opening process, and then flow
backwards during the closing process. The remaining boundary conditions on the surface of the leaflets and
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on the walls of the cylinder are taken as no-slip walls. The fluid is at rest initially and the leaflets are also
at rest in a closed state at the rotation angles ±70◦. The time step is determined using a CFL number of
0.9, which is based on the advection terms in the fluid momentum equations.

The AMP-RB sheme used here avoids sub-time-step-iterations between the fluid and solid equations
by handling added-mass and added-damping effects in the AMP interface conditions, whereas the previous
work for this problem employed various TP-RB schemes [15, 35]. Some discussion of added-mass effects for
this heart-valve problem can be found in [15]. In this paper, both a loosely-coupled FSI algorithm (i.e., a
TP-RB scheme without sub-iterations) and the strongly-coupled FSI algorithm (i.e., a TP-RB scheme with
sub-iterations) are considered. It was concluded that the TP-RB scheme without sub-iterations is unstable
regardless of the size of the time step for the problems involving bodies of small inertia, and the TP-RB
scheme with under-relaxed sub-iterations and the Aitken’s acceleration technique is required for certain
difficult problems with strong added-mass effects. Our finding for this problem, and the theoretical results
in our previous work [1], are consistent with the results described in [15].

To better isolate the different issues and to clearly illustrate the results, we first consider simulations of the
heart-value problem in two dimensions. This reduction can be viewed as an approximation of the flow along
the symmetry plane of the three-dimensional domain. We note that the two-dimensional problem shares
many of the important numerical difficulties as the full three-dimensional problem, such as strong added-
mass effects, and this problem is reasonable as a starting point and forms a good benchmark problem. We
then conclude our numerical investigations with simulations of the heart-valve problem in three dimensions.
The three-dimensional benchmark problem is closer to a realistic geometry in which two half-disk leaflets
are used to model the heart valve.

5.5.1. Benchmark problem in two dimensions
For the two-dimensional version of the heart-valve problem, we consider a fluid channel with horizontal

and vertical extent corresponding to the symmetry plane of the three-dimensional domain described pre-
viously. This implies a channel covering the domain [x0, x1] × [−Rc, Rc] with x0 = −0.5, x1 = 1.25 and
Rc = 1.1. Here, each leaflet is a rectangle (with rounded corners) of length and width equal to 1.0 and

0.1, respectively. The composite grid for the domain, denoted by G(j)
ts , consists of one background Cartesian

grid and two boundary-fitted grids as shown in Figure 14. The background grid has a grid spacing given by
hj = 1/(40j), where j is a refinement factor. The boundary-fitted grids are stretched in the normal direction
to the surface of the leaflets. The resulting grid spacing is close to hj for the grid lines away from the surface
and overlapping with the background grid, while the grid spacing in the normal direction is reduced by a
factor of approximately 4 near the surface. The equation of motion in (44) for each leaflet reduces to

Ib ω̇b =

∫
Γb

(
r̃Tσn

)
ds+ grt(θb)−B(θb)ωb, (46)

where r̃ = (−r2 + yb, r1 − xb)T for the line integral around the body Γb in (46). The center of mass of the
two leaflets given by (xb, yb) = (0,±0.15) initially is nearly fixed during the simulations due to very large
value for mb taken in (5).

The instantaneous streamlines of the numerical solution at selected times are presented in Figure 15,
and the corresponding rotation angle, angular velocity and acceleration of the upper leaflet are given in
Figure 16. (The latter figure also indicates grid convergence which is discussed below.) At early times, the
pressure at the left boundary increases according to the prescibed profile in (45), and this drives the fluid
to the left causing the leaflets to open (see the streamline plots at t = 0.2 and t = 0.5). At approximately
t = 0.6, the leaflets approach the lower limit of the rotation angle given by ±θmin, and they exhibit a small
oscillation due to combined influences of the fluid, repulsive force and damping term as shown in the time
history of the leaflet motion in Figure 16. By about t = 0.8, the fluid force on the leaflets balances the
repulsive force, and hence the leaflets appear to reach a steady state. Through this time, starting at t = 0.5,
the applied pressure on the fluid at the left boundary has been decreasing, and after t = 1 the pressure is
negative. The effect of this negative pressure is first seen in the plot of the instantaneous streamlines at
t = 1.1, where a relatively small region of reverse flow is observed at the right-hand side of the channel near
the centerline, y = 0. By t = 1.2, the flow is in the midst of reversal and several vortices have formed in the
channel as a result. Meanwhile, the leaflets have started to swing back towards their closed position as a
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Figure 14: Mechanical heart valve in 2D. Left: Composite grid G(1)ts at t = 0 (coarse grid). Right: contours of the

pressure at t = 2 using grid G(8)ts .

result of the reversed flow. The leaflets approach their closed position at approximately t = 1.6, and again an
oscillation in the rotation angle about the limit state is observed. This motion is similar to that during the
opening stage, but the oscillation is more severe since the leaflets close faster due to a larger magnitude of the
pressure difference in the prescribed pressure profile during the closing process. After t = 1.6 the oscillations
are significantly reduced by the damping term, and the leaflets reach another steady state corresponding to
a closed valve.

The time history of the behavior of the top leaflet, presented in Figure 16, is used to illustrate the
grid convergence of solutions of the AMP-RB scheme for this problem. In each plot, four curves are shown
corresponding to the time history of the rotation angle, angular velocity and acceleration from calculations
using composite grids of increasing resolution. We note that the separation between curves decreases rapidly
as the grid resolution increases. However, the zoomed view in Figure 16 of the acceleration at later times
of the simulation, shows that the convergence of this component of the solution is not as clean. To give a
quantitative sense of the convergence rate, Richardson extrapolation is used to estimate the time-averaged
convergence rate of the three finest grids. At an early time, t = 0.5, the estimated convergence rates of the
rotation angle, angular velocity and acceleration are 1.51, 1.40 and 1.44, respectively. The rates drop to 1.36,
1.32 and 1.24 at t = 1, and then to 1.19, 1.15 and 0.89 at the final time t = 2. The reduced convergence
rates at later times are largely due to the collision model. For instance, the convergence of the acceleration is
poor during the closing stage, as noted earlier and shown in the zoomed view of the acceleration. Generally,
we find that the grid convergence is sensitive to the choices of the parameters in the collision model, such as
ε and B0. Realistic simulations require a stiff collision model, so that very fine grids with correspondingly
small time steps would be needed to get better convergence results, especially during the closing stage of the
simulation.

We note that because our FSI model simulation has avoided solid-solid contacts, the channel is not
complete blocked by the two leaflets in their closed position. The result of this choice is that there is some
small leakage of the fluid between the two leaflets and between the leaflets and the walls of the channel when
the valve is in its closed position. We also note that the Reynolds number of flow for the current simulation
is Re = UmaxD/ν ≈ 100, where D = 2Rc is the channel width and Umax is the peak speed of the flow at
the inlet. The Reynolds number for the simulations in [15, 35] was reported to be larger, approximately
6000 or more. We have chosen to compute the flow in the heart value using a larger viscosity, and thus a
smaller Reynolds number, so that sufficient grid resolution of the flow can be achieved, especially for the
subsequent benchmark calculations in three dimensions. Finally, we note that our version of the TP-RB
scheme is not able to compute solutions for this problem since we are not able to find a fixed value for
the relaxation parameter to stabilize the scheme through the under-relaxed iterations. As suggested in [15],
Aiken’s convergence acceleration may be necessary to stabilize the TP-RB scheme for this case. In contrast,
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Figure 15: Mechanical heart valve in 2D. Computed instantaneous streamlines (colored by the flow speed) at selected

times using the composite grid G(8)ts .

the AMP-RB scheme remains stable throughout the whole simulations.

5.5.2. Benchmark problem in three dimensions
The geometry of the two leaflets and their position in the cylindrical channel for the three-dimensional

heart-value problem are illustrated in Figure 17. A thin disk of width L` = 0.1 and radius R` = 1 is split
into two halves to obtain two leaflets. To allow the leaflets to rotate without colliding into each other, a
thin portion of the half-disk along its equator is removed so that the height of the resulting solid is 0.95,
which is shorter than its radius R`. The edges of the two leaflets are rounded to avoid sharp corners (similar
to that done in the two-dimensional problem). The above process to define the geometry is done using
a computer-aided design (CAD) program. Figure 17 also shows the surface grids on the leaflets and the

composite grid. The composite grid, denoted by G(j)
hv with resolution factor j, consists of two background

grids and the collection of boundary-fitted grids that represent the leaflets as shown in the figure. The
first background grid is a Cartesian grid, with target grid spacing hj = 1/(40j), covering the bulk of the
fluid channel, while the second grid is a thin boundary-fitted grid, with grid spacing 2hj/3, attached to the
cylindrical boundary of the channel. (The Cartesian grid is not shown in the figure so that the position of the
leaflets can be seen, and only the boundary of the cylindrical boundary-fitted grid is shown.) The surface of
each leaflet is divided into three grids, two surface grids of grid spacing hj on the two faces of the half-disks
and one edge grid of grid spacing 2hj/3 forming the perimeter of the solid. The two surface grids and the
edge grid are then extended to the volume, with target grid spacing 2hj/3, to form the three-dimensional
boundary-fitted grids around the leaflet. The composite grid is generated using the Ogen grid generator.
The IGES file generated by the CAD program provides the input to form the surface and edge grids for the
leaflets, and then Ogen generates the body-fitted volume grids and creates the composite grid from these
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Figure 16: Mechanical heart valve in 2D. Time history of the rotation angle (top left), angular velocity (top right)
and acceleration (bottom left) of the top leaflet. Several zoomed views are presented including the zoomed view of
the accelerations at the later time (bottom right). Results are shown from calculations using the composite grid,

G(j)ts , j = 1, 2, 4, 8.

grids along with the two background grids as described above. For more details on generating grids from a
CAD geometry, see [57].

The behaviour of the numerical solution at selected times during the simulation of the three-dimensional
heart-value problem is shown in Figure 18. Colour contours of the fluid pressure on the surface of the leaflets
is shown along with the instantaneous streamlines from a collection of tracer particles which illustrate the
flow around the leaflets. The images along the top row of the figure at times t = 0.2, 0.4 and 0.6 are chosen
to illustrate the behaviour of the solution as the valve opens. The starting points for the tracer particles in
these images lie on the plane x = x0 = −0.5 at the left boundary of the fluid channel, and are positioned
in the shape of a cross. There are seven tracers along the vertical line segment of the cross with x = −0.5
and z = 0, and there are four tracers along its horizontal line segment with x = −0.5 and y = 0.5. At the
earliest time, t = 0.2, we observe that the instantaneous streamlines from some of the tracers stagnate on
the surface of the leaflets indicating that the flow is blocked, while at later times the streamlines from these
tracers show that the flow passes over and around the leaflets as the valve opens. The bottom row of images
in Figure 18 at the times t = 1.2, 1.4 and 2.0 are shown to illustrate the flow while the valve closes. For
these images, the starting points of the tracers are positions on the plane x = 1.1 near the right boundary
of the channel. Seven tracers are located along the verticle line with x = 1.1 and z = 0, while four more
tracers are located along the horizontal line with x = 1.1 and y = 0.5, all forming a cross shape similar to
before. At t = 1.2, we note a recirculation zone near the tip of the top leaflet as the flow reverses due to a
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Figure 17: Mechanical heart valve grid in 3D. Top left: the CAD geometry represented as the surface of two leaflets.
Top right: surface grids generated with the hyperbolic grid generator. Different surface grids have been colored by
different colors. Bottom left: the composite grid at t = 0. Bottom right: zoomed view of the corner of the bottom
leaflet. The presented grids are from G(1)hv (coarse grid).

change in the sign of the prescribed pressure profile in (45). At the two later times, the flow again becomes
blocked as the valve closes, but with some leakage as noted earlier. However, there is a significant region of
near stagnant flow on the face of leaflet as indicated by the near uniform pressure there.

The time history of the motion of the top leaflet is presented in Figure 19. Overall, the motion of leaflet is
similar to that observed in the two-dimensional case, and shown previously in Figure 16. For example, there
is a slight oscillation seen as the leaflet approaches its lower limit, θmin, at the open position. There is a brief
interval of time where the leaflet is in equilibrium at its open position, prior to a rapid rotation of the leaflet
towards the upper limit, θmax, at the closed positon. Near the upper limit there is a stronger oscillation, also
observed in the two-dimensional case, as the stress on the leaflet from the fluid achieves a balance with the
stiff repulsive force of the contact model. The oscillation dampens in time due to the damping term in the
model, and an equilibrium is again reached but now with the valve in the closed position. In Figure 19 for
the three-dimensional case, there are three curves drawn in each plot corresponding to the results computed

using the composite grid, G(j)
hv , with increasing values of the resolution factor j = 1, 2 and 4. This is done

to indicate the grid convergence of the solutions. In the plots of the rotation angle θb, the angular velocity
ωb and the acceleration ω̇b, we see that the curves from the solutions on the different grids lie nearly on
top of one another, as was seen for the two-dimensional benchmark problem. The differences in the curves
can be seen in the zoomed views, and in these views we observe a convergence in the behaviours as the
grid is refined. Estimates of the convergence rate for the angular velocity and acceleration are 0.92 and
1.46, respectively, while the convergence rate for the rotation angle is 0.30. The convergence rates found
in the three-dimensional case are generally lower than the ones found in the two-dimensional case for this
difficult problem. This is likely due to the coarser grids used to compute the convergence estimates for the
three-dimensional case.

As in the two-dimensional benchmark problem, we are not able to find a stable under-relaxed parameter
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Figure 18: Mechanical heart valve in 3D. Computed instantaneous streamlines (colored by the flow speed) at selected

times using the composite grid G(2)hv . The colorbars are provided for the flow speed. The pressure is plotted on surface
of the leaflets.

for our version of the TP-RB scheme when simulating the problem in three dimensions. The TP-RB scheme
typically becomes unstable after a couple of time steps even with under-relaxed sub-iterations. In contrast,
the AMP-RB scheme remains stable throughout the whole simulation.

6. Conclusion

In this work we have extended the AMP-RB scheme derived in [1, 2] to three dimensions for FSI prob-
lems with rigid bodies moving in an incompressible fluid. The extension relies on the moving overlapping
grid approach, parallel implementation based on MPI and various building blocks handled properly in three
dimensions. Several details of the full three-dimensional algorithm have been described, including the AMP
interface condition handling the added-mass and added-damping effects, a strategy to find the surface quadra-
ture on composite grids, and parallel implementation such as parallel partitioning and sparse linear solvers.
This work confirms the AMP-RB scheme remains stable without sub-iterations for light and even zero-mass
bodies of general geometries in three dimensions.

The resultant algorithm has been verified and validated through several benchmark problems. It has
been shown that the algorithm achieves a second-order accuracy and remains stable for some challenging
problems. In particular, the benchmark problems involving particles have confirmed the algorithm is stable
for very light bodies including a zero-mass body and the added-damping effects have to been handled properly
to successfully simulate the problems. The linear system derived from the AMP interface condition has been
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Figure 19: Mechanical heart valve in 3D. Time history of the rotation angle (top left), angular velocity (top right)
and acceleration (bottom left) of the top leaflet. Several zoomed views are presented including the zoomed view of
the accelerations at the later time (bottom right). Results are shown from calculations using the composite grid,

G(j)hv , j = 1, 2, 4.

shown to have similar conditioning of a pressure Poisson system in a TP scheme. Benchmark problems
involving mechanical heart valves show the applicability of the AMP-RB scheme to practical engineering
problems and also demonstrate the advantageous of the AMP-RB scheme. All the benchmark problems
have shown that the AMP-RB scheme is significantly more efficient than the TP scheme that requires sub-
iterations to remain stable. The algorithm has been implemented in both serial and parallel, and the parallel
performance test shows reasonable scaling.

A variety of future directions exist for this work. During the numerical investigation, it is found an alge-
bratic multigrid solver (such as calling the Hypre package through PETSc) does not give good performance.
This poor performance is mainly due to those entries corresponding to the interpolations from one grid to
another in the linear system, see Figure 10 for instance. This motivates us to derive a geometrical multigrid
solver for the current linear system by following the multigrid method in [58, 59]. The multigrid solver has
been shown to be much faster and more memory efficient than Krylov solvers, but the multigrid solver needs
to be extended to handle the AMP interface conditions. The parallel implementation of the full algorithm
also needs more improvements. A particular attention will be focused on optimizing the parallel moving grid
generator. The current simulation of the heart valve has some differences from the practical situation and
needs improvements in various aspects including a realistic Reynolds number, a more accurate geometry of
the leaflet and a practical boundary condition generalized from the experimental data. Those topics will be
left for future work.
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Appendix A. Collision model

Glowinski et al. [60] proposed a simple collision model based on a continuous repulsive force that depends
on the distance between two rigid particles

F(D) =

{
0 if D > R1 +R2 + δ,
1
ε (D−R1−R2−δ

δ )2 xb,1−xb,2

D if D ≤ R1 +R2 + δ.

Here D stands for the distance between the centers of two particles, of which the radii are R1 and R2 re-
spectively. It is further suggested that the small distance is taken as δ ' ∆s and the stiffness parameter is
ε ' ∆s2. This approach is widely used in FSI due to its simple formulation and straightforward implemen-
tation. In the implementation the force is only applied to the right hand side of the Newton-Euler equations
as an external body force, while the FSI algorithms remain the same. In many simulations using this idea,
δ is taken as 3∆s and ε is taken between 10−4 and 10−8.

In the current work, this collision model has been extended to a repulsive torque applied to the leaflet
in the mechanical heart valve in Section 5.5. In the literature, it appears that a post-processing approach is
often used to restrict the rotation angle in the designed range, for instance, simply setting a hard limit on
the range of the rotation angle. However, we find that such a post-processing approach leads to a significant
mismatch between the leaflet speed and fluid velocity, and eventually the fluid solver becomes unstable. Note
the mismatch in the AMP-RB scheme will not be diminished by sub-iterations while the sub-iterations may
help to stabilize the TP-RB scheme in such a case.

Appendix A.1. A model problem for repulsive forces

fluid

fluid

interface: Γb
y = yb rigid body

x = 0 x = L
y = 0

y = H

Figure A.20: The geometry for the model problem for repulsive forces.

In this section, a model problem is used to investigate the effects of the repulsive force and the damping
term applied to the rigid body. Consider a rectangular rigid body of mass mb immersed in an incompressible
fluid. The geometry of the model problem is given in Figure A.20, in which a rigid body is located at yb.
The height of this rigid body has no effects in this case, and so the rigid body is assumed to be infinitely
thin and denoted as a red line. The motion of the full system is driven by the pressure gradient between
the top and bottom boundaries of fluid. We assume the pressure at y = H is pH(t), the pressure at y = 0 is
p0(t), and further assume pH(t) > p0(t). A repulsive force grf(y) is applied to the rigid body with

grf(y) =


0 if y > y0 + δ,
1
ε (y−y0−δδ )2 if y0 ≤ y ≤ y0 + δ,
1
ε if y < y0.

(A.1)

Initially, yb(0) > y0 + δ. This repulsive force can be interpreted as a penalty that restricts the rigid body
motion. Following similar arguments for the model problems in [1], this model problem can be assumed to
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be only y-dependent. Therefore, the model with repulsive forces included (MP-RF) is given by

MP-RF:



ρ
∂v

∂t
+
∂p

∂y
= 0, y ∈ (0, yb) ∪ (yb, H),

∂v

∂y
= 0, y ∈ (0, yb) ∪ (yb, H),

mb
dvb
dt

= L (p(y−b , t)− p(y
+
b , t)) + grf(yb)−B(yb) vb,

v(y+
b , t) = v(y−b , t) = vb, p(H, t) = pH(t), p(0, t) = p0(t).

(A.2)

Note that there is an extra damping term B(yb) vb involved in the governing equation of the rigid body.
Through numerical experiments, we find that it is important to involve a damping term to model the energy
loss during the collision. The damping term is applied to the rigid body when the repulsive force is turned
on. The damping coefficient B(y) follows a similar fashion to grf(y) and is given by

B(y) =


0 if y > y0 + δ,

B0(y−y0−δδ )2 if y0 ≤ y ≤ y0 + δ,

B0 if y < y0,

(A.3)

with the coefficient B0 > 0.
It is easy to show that the solutions of this model problem satisfy

v(y, t) = vb(t), (A.4)

(mb +Ma)
dvb
dt

= L (p0(t)− pH(t)) + grf(yb)−B(yb) vb, (A.5)

with the added mass being Ma = ρLH. Therefore, the effect of the whole fluid in this model problem is
fully described by its added mass in the isolated equation of the rigid body motion (A.5). The isolated
equation (A.5) can be normalized as

dvb
dt

= f̃(t) + g̃rf(yb)− B̃(yb) vb. (A.6)

Here f̃(t) = L(pt(t) − pH(t))/(mb + Ma), g̃rf(yb) and B̃(yb) follow the same formulations given in (A.1)
and (A.3), respectively, except ε̃ = ε(mb +Ma) and B̃0 = B0/(mb +Ma).
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Figure A.21: MP-RF. Velocity and location of the rigid body. (I) ε is too large and there is no damping; (II) ε is
small and there is no damping; (III) ε is small and the solution is under-damped; (IV) ε is small and the solution is
over-damped.

For simplicity, we consider the case when f(t) = −1, the initial location of the rigid body is yb(0) = 1
with the speed vb(0) = 0, and the rigid body is assumed to collide at y0 = 0.5. The results of some typical
choices of the parameters ε̃, δ and B̃0 are presented in Figure A.21. In Case I, ε̃ is too big so that the
resulting repulsive force is too small to slow down the rigid body above y0. In practice, this may lead to the
interpenetration of multiple grids in the composite grid framework, which typically leads to the failure of
simulation. In this case, the energy is not conserved due to the formulation of the repulsive force. In Case
II, ε̃ is small enough so that the repulsive force is able to slow down the rigid body before it hits the bound.
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It is easy to show that the repulsive force conserves the total energy of the system in this case. Assume at
the time τ , the height of the rigid body is y0 + δ where the repulsive force starts to affect. Then the system
satisfies,

ÿb = −1 +
1

ε̃
(
yb − y0 − δ

δ
)2, (A.7)

with ẏb(τ) = vτ and yb(τ) = y0 + δ. Multiplying ẏb at both side of (A.7) and integrating leads to

ẏ2
b

2
+ yb −

1

3ε̃δ2
(yb − y0 − δ)3 = C, (A.8)

which is true when the rigid body is in [y0, y0 + δ]. The left hand side of (A.8) can be interpreted as the
total energy of the system that consists of the kinetic energy, the potential energy and the energy related to
the repulsive force. Therefore, the energy has been shown to be conserved without the damping term.

However, in some cases a significant amount of total energy can be lost through other complicated
mechanisms during the collision. The damping term plays an important role in our model to model the
energy loss. In Case (III), a damping term is turned on and the total energy of the system decays as the
collision happens. The solution is under-damped and slowly converges to a constant. In Case (IV), a much
larger damping term is used so that the motion of the rigid body is over-damped, in which case the solution
quickly converges to a constant. This is useful to model the situation where significant amount of energy is
lost during the collisions.

Appendix A.2. Applications to the heart valve simulations

In the mechanical heart valve simulations, the leaflets are designed to rotate only in a certain range of
angles. Therefore, an extra mechanism is needed to force the leaflets stop before they cross the designed
bounds. In the current simulations, this collision model has been used as the constraint on the range of the
leaflet angle. Assume the range of the rotational angle of leaflets θ be [θmin, θmax]. The following external
torque and damping term are used

grt(θ) =



1
ε1

if θ ≤ θmin,
1
ε1

( θ−θmin−δ
δ )2 if θmin < θ ≤ θmin + δ,

0 if θmin + δ < θ < θmax − δ,
− 1
ε2

( θ−θmax+δ
δ )2 if θmax − δ ≤ θ ≤ θmax,

− 1
ε2

if θ > θmax.

(A.9)

B(θ) =


B0 if θ < θmin or θ > θmax.

B0( θ−θmin−δ
δ )2 if θmin < θ ≤ θmin + δ,

0 if θmin + δ < θ < θmax − δ,
B0( θ−θmax+δ

δ )2 if θmax − δ ≤ θ ≤ θmax,

(A.10)

This simple model can be interpreted as the results of the collision between the leaflets and the hinge, although
the hinge is not explicitly described in the current simulation. Note the repulsive torque and damping term
are a direct extension of the above collision model. This model shows much better performance in our
implementation than simply setting a hard limit of the angles. The damping term is particularly important
during the process of closing, where the significant amount of energy are lost through the collision between
the leaflet and the hinge. See Section 5.5.
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